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Information theoretic

e.g. sparse coding, 
redundancy reduction, 
mutual information …

Utilitarian

e.g. recognize objects, 
chase prey, navigate, next-
word prediction, …

Normative frameworks



Vision: object recognition. 
Yamins & Hong et al. (2014), Schrimpf & 
Kubilius et al. (2018)

Audition: speech recognition, speaker & 
sound identification. Kell et al. (2018)

Somatosentation: shape recognition. 
Zhuang et al. (2017) Proprioception: action recognition. 

Sandbrink et al. (2023)

Decision making: context-dependent 
choice. Mante & Sussilo et al. (2013)

Using deep neural networks as goal-driven models of a system

Language: next-word prediction. 
Schrimpf et al. (2021)

≈



Why language?

▪ higher-level cognitive domain (compared to sensory or motor processing)

▪ plays an essential role in human life

▪ quintessentially human

Language comprehension: the extraction of meaning from spoken, written, or signed 
words and sentences.
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A major debate: Is language learned or innate?

“Poverty of the stimulus” argument by Noam Chomsky: 

the linguistic stimuli that children are exposed to are insufficient to explain 
how they acquire such high linguistic proficiency so quickly

→ Learning alone is insufficient

→ Language must be largely innate (with a genetic disposition for syntax and symbols)

Large language models disprove the innateness of language by learning rich linguistic 
structure and grammar without strong innate priors or explicit symbols 
(Piantadosi 2023)
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https://lingbuzz.net/lingbuzz/007180/current.pdf


A bridge to higher cognition

Perception
High-level 
reasoning

Language

Is language the same as thought?



Language is not thought
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Varley et al. 2005

https://www.youtube.com/watch?v=7tu5UbpztM0

Individuals with global aphasia are 
unable to understand or produce 
language.

https://www.pnas.org/doi/10.1073/pnas.0407470102?url_ver=Z39.88-2003&rfr_id=ori%3Arid%3Acrossref.org&rfr_dat=cr_pub++0pubmed
https://www.youtube.com/watch?v=7tu5UbpztM0


Intact cognitive function in aphasia patients

Varley et al. 2005
Fedorenko & Varley 2016

Individuals with global aphasia are 
unable to understand or produce 
language.

But: they retain high performance on 
other cognitive tasks

▪ add and subtract

▪ solve logic problems

▪ think about another person’s 
thoughts

▪ appreciate music

▪ navigate environments

▪ …

https://www.pnas.org/doi/10.1073/pnas.0407470102?url_ver=Z39.88-2003&rfr_id=ori%3Arid%3Acrossref.org&rfr_dat=cr_pub++0pubmed
https://evlab.mit.edu/assets/papers/Fedorenko_%26_Varley_2016_ANYAS.pdf


Fallacies in associating language with thought

Mahowald & Ivanova et al. 2024 
Ev Fedorenko talk at EPFL AMLD 2024

https://www.sciencedirect.com/science/article/pii/S1364661324000275
https://www.youtube.com/watch?v=YollRkMm5kA


The human language system

working definition:
a set of left-lateralized regions on the lateral 
surfaces of frontal and temporal cortex that 
support high-level language processing.

Language >
Perceptually 

matched control

Sentences > Lists of nonwords
Fedorenko and Thompson-Schill 2014     Braga, DiNicola and Buckner 2019



fMRI
non-invasive, uses super-conducting magnets 

to detect changes in blood flow
(blood-oxygen-level dependent BOLD contrast)

ECoG
invasive, electrodes placed on the 

brain surface (below skull etc). 
Typically from epilepsy patients

Primary recording modalities
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Image from Thukral et al. 2018

mm

ms

minutes

hours

https://www.researchgate.net/profile/Anish-Thukral?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6Il9kaXJlY3QiLCJwYWdlIjoiX2RpcmVjdCJ9fQ


fMRI pre-processing is 
tricky
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https://andysbrainbook.readthedocs.io/en/latest/fMRI_Short_Course/fMRI_04_Preprocessing.html



fMRI pre-processing is 
tricky

17

Bennett & Miller, 2010



fMRI news 2024: more powerful magnets

18

French Alternative Energies and Atomic Energy Commission (CEA)

four minutes 

for images 

down to 0.2 

mm 



The human language system

working definition:
a set of left-lateralized regions on the lateral 
surfaces of frontal and temporal cortex that 
support high-level language processing.

Language >
Perceptually 

matched control

Sentences > Lists of nonwords
Fedorenko and Thompson-Schill 2014     Braga, DiNicola and Buckner 2019



The human language system (ECoG data)

Key signature: stronger response to sentences than lists of unconnected words

the dog is taking 

a bath
>

dap drello smop ub

plid kav

Fedorenko, Behr and Kanwisher 2011 | Fedorenko et al. 2020



The human language system (fMRI)

courtesy of Idan Blank
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Lipkin et al. 2024

https://www.biorxiv.org/content/10.1101/2022.03.06.483177v1.full.pdf


The human language system does not perform thought

Ev Fedorenko talk at EPFL AMLD 2024

Language areas show reduced response when we engage in diverse 
thought-related activities.

Intuition:

https://www.youtube.com/watch?v=YollRkMm5kA&t=7m17s


The human language system does not perform thought

Language areas show reduced response when we engage in diverse 
thought-related activities.

Aggregate 
data:

Fedorenko et al. 2024

Fedorenko 
et al. 2024

https://www.nature.com/articles/s41583-024-00802-4


Formal vs functional 
linguistic 
competencies

Mahowald & Ivanova et al. 2024 

Successfully using language 
requires language-specific 
formal competence as well as 
functional competence.

https://www.sciencedirect.com/science/article/pii/S1364661324000275


Modeling language

Embedding type models: GloVe

Pennington, Socher, Manning 2014

Nearest neighbors

Trained with lexical 
co-occurrence



Embedding type models: GloVe, word2vec, topicETM

Recurrent networks: LSTM, skip-thoughts

Hochreiter & Schmidhuber 1997
Image from https://d2l.ai/chapter_recurrent-modern/lstm.html

LSTM cell

LSTM cell

~long-term 
memory

~short-term 
memory

Modeling language

https://www.bioinf.jku.at/publications/older/2604.pdf


Embedding type models: GloVe, word2vec, topicETM

Recurrent networks: LSTM, skip-thoughts

Hochreiter & Schmidhuber 1997

Typical training objective: 
Language Modeling 
(minimize perplexity/surprisal)

LSTM cell

LSTM cell

Alaska

has what no … is …

Problem: 
backpropagation 

through time 
often leads to 

vanishing 
gradients

Modeling language

https://www.bioinf.jku.at/publications/older/2604.pdf


Embedding type models: GloVe

Recurrent networks: LSTM

Transformers (investigated in paper)
• BERTs

• RoBERTas

• XLMs

• Transformer-XLs

• XLNets

• CTRL

• T5s

• AlBERTs

• GPTs

More recent: LLaMA, Gemini, Qwen, Claude, …
e.g. Pennington et al. 2014 | Jozefowicz et al. 2016 | Vaswani*, Shazeer*, Parmar*, Uszkoreit*, Jones*, Gomez*, Kaiser*, Polosukhin* 2017 | Devlin et al. 2018

Modeling language



Transformers

Illustration from https://magazine.sebastianraschka.com/p/understanding-encoder-and-decoder

Recent notable releases:

• Qwen 2.5

• LLaMA 4

https://qwenlm.
github.io/blog/q
wen2.5-max/

https://ai.meta.com/
blog/llama-4-
multimodal-
intelligence/



NB: SwissAI

▪ Alps supercomputer: one of the 
most powerful research 
computing clusters – built for AI

▪ >10’000 NVIDIA Grace Hopper 
GPUs, millions of GPU hours

▪ Consumes ~10 MW at full load, 
~as much as two Swiss trains

▪ Large-scale AI for the benefit of 
society, open-source

https://www.swiss-ai.org/



Transformers

Illustrations from https://magazine.sebastianraschka.com/p/understanding-encoder-and-decoder

Typical architecture: blocks of

• Multi-head attention

• MLP (fully-connected 
network)

• Decoder blocks mask blocks 
to prevent seeing the future, 
and cross-attend to encoder

Stack these blocks

• Encoder-decoder: e.g., 
original transformer, T5

• Encoder-only: e.g., BERT, 
MPNet

• Decoder-only: e.g. GPT-4, 
LLaMA, Gemini. 
Most popular now 
(self-attention + MLP).



Multi-Head Attention

Illustrations from https://magazine.sebastianraschka.com/p/understanding-encoder-and-decoder

QKV

Query: what am I looking for?

Key: what do I have?

Value: what will I communicate?

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑄, 𝐾, 𝑉

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝑄𝐾𝑇

𝑑𝑘
)V



Multi-Head Attention

https://github.com/jessevig/bertviz
https://www.comet.com/site/blog/explainable-ai-for-transformers/

https://github.com/jessevig/bertviz
https://www.comet.com/site/blog/explainable-ai-for-transformers/


Transformers 
from scratch

https://www.linkedin.com/posts/sunny-savita_the-attention-to-
detail-in-this-gif-is-incredible-activity-7258471221468569600-1ySc/



Illustration from https://labelyourdata.com/articles/llm-model-size

LLM scaling laws

▪ Current ML industry bet: 
more compute = better 
models

▪ This bet has worked out 
quite well in recent years



LLM scaling laws

Kaplan et al. 2021; Hoffmann et al. 2022

How to most efficiently spend compute budget for the most powerful model? 
Figure out how to allocate FLOPs to training tokens and model parameters



Will scaling continue to work? 
We might be running out of internet

▪ asd

https://epoch.ai/blog/will-we-run-out-of-data-limits-of-llm-
scaling-based-on-human-generated-datahttps://epoch.ai/trends#data



How similar are (large) language models 
to the human language system?

Schrimpf et al. 2021

https://www.pnas.org/doi/10.1073/pnas.2105646118


A core language 
network in LLMs

▪ Can functionally localize a core language 
system in LLMs 

▪ Ablating even a small number of units leads 
to language deficits (~aphasia)

▪ How similar are model units to brain data?

AlKhamissi et al. 2025 NAACL OralLayers →

1% of units

https://arxiv.org/pdf/2411.02280


Pereira et al. 2018
627 sentences x 13,517 voxels in 10 subjects

Beekeeping encourages the conservation of local 
habitats. | It is in every beekeeper's interest …

Fedorenko et al. 2016
416 words x 97 electrodes in 5 subjects

ALEX | WAS | TIRED | SO | HE | TOOK | A | NAP

Blank et al. 2014
1,317 story fragments x 60 fROIs in 5 subjects

If you were to journey to the  | North of England, 
you would come to a valley  | that is surrounded 
by moors as high as  | mountains. It is in this  | 
valley where you would find the city of Bradford,  | 
…

f  I

f  I

 CoG

Data target: human neural recordings



Quantifying match-to-brain: Benchmarking

stimulus

observed data

pres ent

record

stimulus

observed data

pres ent

record

EXPERIMENTAL 
PARADIGM

SIMILARITY METRIC

“how close is this model in 
comparison to others”

continuum 
of scores
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Q2: which models 
are best?

We only care about best-
matching model (for now)

Q1: how close 
are we?



How close are we, how reliable is the data?
“internal consistency” compute similarity of a pool of subjects to a held-out subject

44

Schrimpf et al. 2021

https://www.pnas.org/content/118/45/e2105646118


Open science: accessible brain and behavior 
benchmarks to evaluate computational models

45



Treating models as experimental subjects

stimulus

observed data

pres ent

record

Beekeeping encourages the conservation 
of local habitats.

tokenization

…

It is in every beekeeper's interest to 
conserve local plants that produce 
pollen.

tokenization

…

…

tokenization

…
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N
eu

ra
l b
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ch

m
ar

ks
similarity metric

neural predictivity

Brain recordings Model units
se

n
te

n
ce

s

fit

regression weights

predict held-outcorrelation

Yamins*, Hong*, et al. (PNAS 2014) Schrimpf*, Kubilius*, et al. (bioRxiv 2018)

https://www.pnas.org/doi/10.1073/pnas.1403112111
https://www.biorxiv.org/content/10.1101/407007
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Human Brains (B) Models (M)
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We want one model 
to predict all data



GloVe voxel-wise predictivity scores

10

 GloVe

Aggregate scores: 
median over voxels 

and subjects



Certain language models predict human language recordings

51

gpt2-xl hits our 
estimated ceiling 

for this benchmark!

Small differences can lead to very 
different brain predictivities, 

warranting a full survey

Jain & Huth 2018
Gauthier & Ivanova 2018
Jat et al. 2019
Toneva & Wehbe 2019
Gauthier & Levy 2020
Wang et al. 2020

.0

. 

. 

. 

. 

1.

N
o
rm

a
li 
e
d
  
re
d
ic
ti
vi
ty

 
lo
v
e

 
 
 

w
 
v

ls
tm

 l
m
1
b

s
k
ip
 t
h
o
u
 
h
ts

d
is
ti
lb
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 m

u
lt
ili
n
 
u
a
l 
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d
 w

h
o
le
 w

o
rd
 m

a
s
k
in
 

d
is
ti
lr
o
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 l
a
r 
e

 
lm

 m
lm

 e
n
fr
 1
0
 
 

 
lm

 c
lm

 e
n
fr
 1
0
 
 

 
lm

 m
lm
  
n
li1
 
 1
0
 
 

 
lm

 m
lm
 1
0
0
 1
 
 
0

 
lm

 m
lm

 e
n
  
0
 
 

 
lm

 r
o
b
e
rt
a
 b
a
s
e

 
lm

 r
o
b
e
rt
a
 l
a
r 
e

tr
a
n
s
fo
  
l 
w
t1
0
 

 
ln
e
t 
b
a
s
e
 c
a
s
e
d

 
ln
e
t 
la
r 
e
 c
a
s
e
d

c
tr
l

t 
 s
m
a
ll

t 
 b
a
s
e

t 
 l
a
r 
e

t 
  
b

t 
 1
1
b

a
lb
e
rt
 b
a
s
e
 v
1

a
lb
e
rt
 b
a
s
e
 v
 

a
lb
e
rt
 l
a
r 
e
 v
1

a
lb
e
rt
 l
a
r 
e
 v
 

a
lb
e
rt
  
la
r 
e
 v
1

a
lb
e
rt
  
la
r 
e
 v
 

a
lb
e
rt
  
 
la
r 
e
 v
1

a
lb
e
rt
  
 
la
r 
e
 v
 

o
p
e
n
a
i 
p
t

d
is
ti
l 
p
t 

 
p
t 

 
p
t 
 m

e
d
iu
m

 
p
t 
 l
a
r 
e

 
p
t 
  
l

         Al    G  

emb. rec.
unidir.

transf.

bidir.

transf.

    

.0

. 

. 

. 

. 

1.

N
o
rm

a
li 
e
d
  
re
d
ic
ti
vi
ty

 
lo
v
e

 
 
 

w
 
v

ls
tm

 l
m
1
b

s
k
ip
 t
h
o
u
 
h
ts

d
is
ti
lb
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 m

u
lt
ili
n
 
u
a
l 
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d
 w

h
o
le
 w

o
rd
 m

a
s
k
in
 

d
is
ti
lr
o
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 l
a
r 
e

 
lm

 m
lm

 e
n
fr
 1
0
 
 

 
lm

 c
lm

 e
n
fr
 1
0
 
 

 
lm

 m
lm
  
n
li1
 
 1
0
 
 

 
lm

 m
lm
 1
0
0
 1
 
 
0

 
lm

 m
lm

 e
n
  
0
 
 

 
lm

 r
o
b
e
rt
a
 b
a
s
e

 
lm

 r
o
b
e
rt
a
 l
a
r 
e

tr
a
n
s
fo
  
l 
w
t1
0
 

 
ln
e
t 
b
a
s
e
 c
a
s
e
d

 
ln
e
t 
la
r 
e
 c
a
s
e
d

c
tr
l

t 
 s
m
a
ll

t 
 b
a
s
e

t 
 l
a
r 
e

t 
  
b

t 
 1
1
b

a
lb
e
rt
 b
a
s
e
 v
1

a
lb
e
rt
 b
a
s
e
 v
 

a
lb
e
rt
 l
a
r 
e
 v
1

a
lb
e
rt
 l
a
r 
e
 v
 

a
lb
e
rt
  
la
r 
e
 v
1

a
lb
e
rt
  
la
r 
e
 v
 

a
lb
e
rt
  
 
la
r 
e
 v
1

a
lb
e
rt
  
 
la
r 
e
 v
 

o
p
e
n
a
i 
p
t

d
is
ti
l 
p
t 

 
p
t 

 
p
t 
 m

e
d
iu
m

 
p
t 
 l
a
r 
e

 
p
t 
  
l

         Al    G  

emb. rec.
unidir.

transf.

bidir.

transf.

    

.0

. 

. 

. 

. 

1.

N
o
rm

a
li 
e
d
  
re
d
ic
ti
vi
ty

 
lo
v
e

 
 
 

w
 
v

ls
tm

 l
m
1
b

s
k
ip
 t
h
o
u
 
h
ts

d
is
ti
lb
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 m

u
lt
ili
n
 
u
a
l 
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d
 w

h
o
le
 w

o
rd
 m

a
s
k
in
 

d
is
ti
lr
o
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 l
a
r 
e

 
lm

 m
lm

 e
n
fr
 1
0
 
 

 
lm

 c
lm

 e
n
fr
 1
0
 
 

 
lm

 m
lm
  
n
li1
 
 1
0
 
 

 
lm

 m
lm
 1
0
0
 1
 
 
0

 
lm

 m
lm

 e
n
  
0
 
 

 
lm

 r
o
b
e
rt
a
 b
a
s
e

 
lm

 r
o
b
e
rt
a
 l
a
r 
e

tr
a
n
s
fo
  
l 
w
t1
0
 

 
ln
e
t 
b
a
s
e
 c
a
s
e
d

 
ln
e
t 
la
r 
e
 c
a
s
e
d

c
tr
l

t 
 s
m
a
ll

t 
 b
a
s
e

t 
 l
a
r 
e

t 
  
b

t 
 1
1
b

a
lb
e
rt
 b
a
s
e
 v
1

a
lb
e
rt
 b
a
s
e
 v
 

a
lb
e
rt
 l
a
r 
e
 v
1

a
lb
e
rt
 l
a
r 
e
 v
 

a
lb
e
rt
  
la
r 
e
 v
1

a
lb
e
rt
  
la
r 
e
 v
 

a
lb
e
rt
  
 
la
r 
e
 v
1

a
lb
e
rt
  
 
la
r 
e
 v
 

o
p
e
n
a
i 
p
t

d
is
ti
l 
p
t 

 
p
t 

 
p
t 
 m

e
d
iu
m

 
p
t 
 l
a
r 
e

 
p
t 
  
l

         Al    G  

emb. rec.
unidir.

transf.

bidir.

transf.

    

.0

. 

. 

. 

. 

1.

N
o
rm

a
li 
e
d
  
re
d
ic
ti
vi
ty

 
lo
v
e

 
 
 

w
 
v

ls
tm

 l
m
1
b

s
k
ip
 t
h
o
u
 
h
ts

d
is
ti
lb
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 m

u
lt
ili
n
 
u
a
l 
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d
 w

h
o
le
 w

o
rd
 m

a
s
k
in
 

d
is
ti
lr
o
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 l
a
r 
e

 
lm

 m
lm

 e
n
fr
 1
0
 
 

 
lm

 c
lm

 e
n
fr
 1
0
 
 

 
lm

 m
lm
  
n
li1
 
 1
0
 
 

 
lm

 m
lm
 1
0
0
 1
 
 
0

 
lm

 m
lm

 e
n
  
0
 
 

 
lm

 r
o
b
e
rt
a
 b
a
s
e

 
lm

 r
o
b
e
rt
a
 l
a
r 
e

tr
a
n
s
fo
  
l 
w
t1
0
 

 
ln
e
t 
b
a
s
e
 c
a
s
e
d

 
ln
e
t 
la
r 
e
 c
a
s
e
d

c
tr
l

t 
 s
m
a
ll

t 
 b
a
s
e

t 
 l
a
r 
e

t 
  
b

t 
 1
1
b

a
lb
e
rt
 b
a
s
e
 v
1

a
lb
e
rt
 b
a
s
e
 v
 

a
lb
e
rt
 l
a
r 
e
 v
1

a
lb
e
rt
 l
a
r 
e
 v
 

a
lb
e
rt
  
la
r 
e
 v
1

a
lb
e
rt
  
la
r 
e
 v
 

a
lb
e
rt
  
 
la
r 
e
 v
1

a
lb
e
rt
  
 
la
r 
e
 v
 

o
p
e
n
a
i 
p
t

d
is
ti
l 
p
t 

 
p
t 

 
p
t 
 m

e
d
iu
m

 
p
t 
 l
a
r 
e

 
p
t 
  
l

         Al    G  

emb. rec.
unidir.

transf.

bidir.

transf.

    

.0

. 

. 

. 

. 

1.

N
o
rm

a
li 
e
d
  
re
d
ic
ti
vi
ty

 
lo
v
e

 
 
 

w
 
v

ls
tm

 l
m
1
b

s
k
ip
 t
h
o
u
 
h
ts

d
is
ti
lb
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 m

u
lt
ili
n
 
u
a
l 
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d
 w

h
o
le
 w

o
rd
 m

a
s
k
in
 

d
is
ti
lr
o
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 l
a
r 
e

 
lm

 m
lm

 e
n
fr
 1
0
 
 

 
lm

 c
lm

 e
n
fr
 1
0
 
 

 
lm

 m
lm
  
n
li1
 
 1
0
 
 

 
lm

 m
lm
 1
0
0
 1
 
 
0

 
lm

 m
lm

 e
n
  
0
 
 

 
lm

 r
o
b
e
rt
a
 b
a
s
e

 
lm

 r
o
b
e
rt
a
 l
a
r 
e

tr
a
n
s
fo
  
l 
w
t1
0
 

 
ln
e
t 
b
a
s
e
 c
a
s
e
d

 
ln
e
t 
la
r 
e
 c
a
s
e
d

c
tr
l

t 
 s
m
a
ll

t 
 b
a
s
e

t 
 l
a
r 
e

t 
  
b

t 
 1
1
b

a
lb
e
rt
 b
a
s
e
 v
1

a
lb
e
rt
 b
a
s
e
 v
 

a
lb
e
rt
 l
a
r 
e
 v
1

a
lb
e
rt
 l
a
r 
e
 v
 

a
lb
e
rt
  
la
r 
e
 v
1

a
lb
e
rt
  
la
r 
e
 v
 

a
lb
e
rt
  
 
la
r 
e
 v
1

a
lb
e
rt
  
 
la
r 
e
 v
 

o
p
e
n
a
i 
p
t

d
is
ti
l 
p
t 

 
p
t 

 
p
t 
 m

e
d
iu
m

 
p
t 
 l
a
r 
e

 
p
t 
  
l

         Al    G  

emb. rec.
unidir.

transf.

bidir.

transf.

    

.0

. 

. 

. 

. 

1.

N
o
rm

a
li 
e
d
  
re
d
ic
ti
vi
ty

 
lo
v
e

 
 
 

w
 
v

ls
tm

 l
m
1
b

s
k
ip
 t
h
o
u
 
h
ts

d
is
ti
lb
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 m

u
lt
ili
n
 
u
a
l 
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d
 w

h
o
le
 w

o
rd
 m

a
s
k
in
 

d
is
ti
lr
o
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 l
a
r 
e

 
lm

 m
lm

 e
n
fr
 1
0
 
 

 
lm

 c
lm

 e
n
fr
 1
0
 
 

 
lm

 m
lm
  
n
li1
 
 1
0
 
 

 
lm

 m
lm
 1
0
0
 1
 
 
0

 
lm

 m
lm

 e
n
  
0
 
 

 
lm

 r
o
b
e
rt
a
 b
a
s
e

 
lm

 r
o
b
e
rt
a
 l
a
r 
e

tr
a
n
s
fo
  
l 
w
t1
0
 

 
ln
e
t 
b
a
s
e
 c
a
s
e
d

 
ln
e
t 
la
r 
e
 c
a
s
e
d

c
tr
l

t 
 s
m
a
ll

t 
 b
a
s
e

t 
 l
a
r 
e

t 
  
b

t 
 1
1
b

a
lb
e
rt
 b
a
s
e
 v
1

a
lb
e
rt
 b
a
s
e
 v
 

a
lb
e
rt
 l
a
r 
e
 v
1

a
lb
e
rt
 l
a
r 
e
 v
 

a
lb
e
rt
  
la
r 
e
 v
1

a
lb
e
rt
  
la
r 
e
 v
 

a
lb
e
rt
  
 
la
r 
e
 v
1

a
lb
e
rt
  
 
la
r 
e
 v
 

o
p
e
n
a
i 
p
t

d
is
ti
l 
p
t 

 
p
t 

 
p
t 
 m

e
d
iu
m

 
p
t 
 l
a
r 
e

 
p
t 
  
l

         Al    G  

emb. rec.
unidir.

transf.

bidir.

transf.

    

.0

. 

. 

. 

. 

1.

N
o
rm

a
li 
e
d
  
re
d
ic
ti
vi
ty

 
lo
v
e

 
 
 

w
 
v

ls
tm

 l
m
1
b

s
k
ip
 t
h
o
u
 
h
ts

d
is
ti
lb
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 u
n
c
a
s
e
d

b
e
rt
 b
a
s
e
 m

u
lt
ili
n
 
u
a
l 
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d

b
e
rt
 l
a
r 
e
 u
n
c
a
s
e
d
 w

h
o
le
 w

o
rd
 m

a
s
k
in
 

d
is
ti
lr
o
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 b
a
s
e

ro
b
e
rt
a
 l
a
r 
e

 
lm

 m
lm

 e
n
fr
 1
0
 
 

 
lm

 c
lm

 e
n
fr
 1
0
 
 

 
lm

 m
lm
  
n
li1
 
 1
0
 
 

 
lm

 m
lm
 1
0
0
 1
 
 
0

 
lm

 m
lm

 e
n
  
0
 
 

 
lm

 r
o
b
e
rt
a
 b
a
s
e

 
lm

 r
o
b
e
rt
a
 l
a
r 
e

tr
a
n
s
fo
  
l 
w
t1
0
 

 
ln
e
t 
b
a
s
e
 c
a
s
e
d

 
ln
e
t 
la
r 
e
 c
a
s
e
d

c
tr
l

t 
 s
m
a
ll

t 
 b
a
s
e

t 
 l
a
r 
e

t 
  
b

t 
 1
1
b

a
lb
e
rt
 b
a
s
e
 v
1

a
lb
e
rt
 b
a
s
e
 v
 

a
lb
e
rt
 l
a
r 
e
 v
1

a
lb
e
rt
 l
a
r 
e
 v
 

a
lb
e
rt
  
la
r 
e
 v
1

a
lb
e
rt
  
la
r 
e
 v
 

a
lb
e
rt
  
 
la
r 
e
 v
1

a
lb
e
rt
  
 
la
r 
e
 v
 

o
p
e
n
a
i 
p
t

d
is
ti
l 
p
t 

 
p
t 

 
p
t 
 m

e
d
iu
m

 
p
t 
 l
a
r 
e

 
p
t 
  
l

         Al    G  

emb. rec.
unidir.

transf.

bidir.

transf.

    

ceiling



GPT2-xl accurately predicts a large portion of voxels
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Topographic models of language

▪ Beyond a functional correspondence, recent models such as TopoLM capture 
the spatio-functional organization in the human brain

▪ TopoLM is trained with a task + spatial loss – exactly like the models in vision!

Rathi & Mehrer et al. 2025 (ICLR Oral)

Red: verb clusters
Blue: noun clusters

https://openreview.net/forum?id=aWXnKanInf


• Language is not thought. Evidence from aphasia and neuroimaging studies, as well 

as recent computational evidence in LLMs.

• High-quality, large-scale data for human language is hard (but very important).

• Key model classes in NLP: embedding, recurrent, and transformer models 

(attention mechanism).

• Scaling laws predict larger models trained on more data will continue to improve 

performance.

• Particular models such as GPT are similar to 

brain recordings from the human language system.

Take-home messages
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